Abstract—Agec is a semantic code-clone detection tool from Java bytecode, which (1) applies a kind of abstract interpretation to bytecode as a static analysis, in order to generate n-grams of possible execution traces, (2) detects the same n-grams from distinct places of the bytecode, and (3) then reports these n-grams as code clones. The strengths of the tool are: static analysis (no need for test cases), detection of clones of deeply nested invocations, and Map-Reduce ready detection algorithms for scalability.

I. INTRODUCTION

Refactoring is an important application of code-clone detection. A number of code-clone detection tools have been designed to detect the code fragments that need to be refactored. Moreover, such clone detection tools should be able to detect a code clone which includes both not-yet-refactored code fragments and the refactored code fragments equivalent to them.

This paper presents a code-clone detection tool named Agec, based on an execution model of multi-level invocation, which detects code fragments equivalent in terms of method invocation, but not equivalent in terms of code structure (thus, semantic clones).

Figure 1 shows a motivating example as an example code, which includes both refactored code (a) and not-yet-refactored code (b). These codes apparently have distinct code structures; nonetheless, the methods invoked during their executions are the same. Agec reports these code fragments as a code clone.

Contributions of the proposed method/tool are:

1) a method for a kind of abstract interpretation, to track multi-level invocations and generate possible execution sequences
2) a definition of equivalency for such arbitrary granularity execution sequences
3) a working prototype clone-detection tool for empirical evaluation

II. ARBITRARY-GRANULARITY EXECUTION SEQUENCE

To determine which two code fragments are equivalent, algorithms need to compare code fragments as a sequence (or some kind of data structure such as a sub-graph) of unit entities of software products. However, which entities can become such “unit” entities is a tough question to answer. The existing clone-detection methods/tools consider this point in their own assumptions (or approximations): some use characters or lines [15][16], some use syntactic tokens[1][3][8][10], some use the nodes of a AST[4][7], some use the nodes of a PDG[9][11][14] or design diagrams [2][6][17], and some use bytecode instructions [13].

The proposed detection method generates possible method invocation sequences with a kind of abstract interpretation in a static way. The detection method compares code fragments as a sequence of method invocations; however, the “unit” entities are not limited to the methods directly invoked, but all methods at all nesting levels of method invocations are regarded as such unit entities.

This multi-level (thus arbitrary-granularity) equivalency enables a semantic clone detection. When the same method invocation sequence is “folded” into two distinct code structures, such as a code fragment in a method and the two code fragments of two methods that are executed sequentially in a program execution, such two structures are the same by definition.

III. STEPS OF THE DETECTION METHOD

The proposed clone-detection method consists of the following steps:
1) Generating arbitrary-granularity execution sequences
2) Extracting n-grams from execution sequences
3) Detecting the same n-grams from distinct locations

Figure 2 shows an example to explain how each step works. First, in step 1, execution traces in each method are generated. At each method invocation, one execution trace is converted into two traces, one includes the method as itself and the other tracks inside of the called method definition. In the figure, abx and abcd are one of such two traces, and here the sub-sequence cd within the latter is invoked inside of x. Next, in step 2, n-grams (2-grams, here) are extracted from all positions of all these traces. Finally, in step 3, the same n-grams that are generated from the distinct positions are detected as code clones. The n-gram cd appears at three locations in the execution traces: abcd (within method m), acde (also within method m), and cd (within method x). The second n-gram location includes an invocation of c directly from m’s definition and an invocation of d via method y, which is invoked from m.

If we did not consider an arbitrary-granularity execution sequence, but collect execution traces from just the surface of each method definition, the execution sequences shown in the gray background would not generated and thus the code clone of n-gram cd would not be detected in this case.

IV. PROTOTYPE IMPLEMENTATION

A prototype CLI tool has been implemented in about 1500 lines of Python code. Figure 3 shows a screen capture of a terminal where the tool is applied to a Java code in Figure 1. Here, the output (a file “clone-linenums.txt”) includes locations of code fragments of each code clone and its method invocation sequence to help understanding functions of such code fragments.

A. Performance

The proposed detection method implies generating a large number of n-grams, and this could be a performance flaw. As an early empirical evaluation, the prototype implementation was applied to an open-source product, namely ArgoUML.

<table>
<thead>
<tr>
<th>Step</th>
<th>Elapsed time (sec.)</th>
<th>Peak memory use (MiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disassemble of bytecode</td>
<td>1,351</td>
<td>n/a</td>
</tr>
<tr>
<td>Step 1 and Step 2</td>
<td>387</td>
<td>564</td>
</tr>
<tr>
<td>Step 3</td>
<td>38</td>
<td>500</td>
</tr>
</tbody>
</table>

TABLE I

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classes having method definitions</td>
<td>1,700</td>
</tr>
<tr>
<td>Method definitions</td>
<td>8,888</td>
</tr>
<tr>
<td>Locations where n-grams were generated</td>
<td>1,232,292</td>
</tr>
<tr>
<td>Distinct n-grams</td>
<td>282,753</td>
</tr>
<tr>
<td>n-grams of code clones</td>
<td>4,634</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>Step</th>
<th>Elapsed time (sec.)</th>
<th>Peak memory use (MiB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disassemble of bytecode</td>
<td>1,351</td>
<td>n/a</td>
</tr>
<tr>
<td>Step 1 and Step 2</td>
<td>387</td>
<td>564</td>
</tr>
<tr>
<td>Step 3</td>
<td>38</td>
<td>500</td>
</tr>
</tbody>
</table>

0.28.1. The detection result is shown in Table I, where the given n-gram size is 6. The performance data are shown in Table II. The tool was run on a PC with a CPU Intel Xeon E5520 2.27GHz and memory 32GiB. No multi-threading was used in the implementation, so that the elapsed time is almost the same as the CPU time.

V. DISCUSSIONS/RELATED WORK

The original motivation of this study was to find out a code clone, which includes code fragments scattered in methods, as a result of a refactoring (code modification) presented in [12]. The proposed approach employs a kind of abstract interpretation of Java bytecode. Another study of an abstract interpretation for code-clone detection is found in [5].

The prototype implementation is hosted in a GitHub page\(^2\). The tool is not matured, and still needs optimizations such as memorization in n-gram extraction or a Map-Reduce style

\(^1\)http://argouml.tigris.org/
\(^2\)http://github.com/tos-kamiya/agec
Fig. 3. Screen Capture of Application of Tool to the Example
detection algorithm. The detection algorithm also needs refine-
ment to permit more code modifications by refactoring tasks.
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